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Abstract The estimate of digitization costs is a very diffi-
cult task. It is difficult to obtain accurate values because of
the great quantity of unknown factors. However, digitization
projects need to have a precise idea of the economic costs and
the times involved in the development of their contents. The
common practice when we start digitizing a new collection
is to set a schedule, and a firm commitment to fulfil it (both
in terms of cost and deadlines), even before the actual digiti-
zation work starts. As it happens with software development
projects, incorrect estimates produce delays and cause costs
overdrafts. Based on methods used in Software Engineering
for software development cost prediction like COCOMO and
Function Points, and using historical data gathered during
5 years at the MCDL project, during the digitization of more
than 12000 books, we have developed a method for time-and-
cost estimates named DiCoMo (Digitization Cost Model)
for digital content production in general. This method can be
adapted to different production processes, like the production
of digital XML or HTML texts using scanning and OCR, and
undergoing human proofreading and error correction, or for
the production of digital facsimiles (scanning without OCR).

This study is a substantially revised and extended version of a paper
(with the title Estimating Digitization Costs in Digital Libraries Using
DiCoMo) originally appeared in the Proceedings of the 14th European
Conference on Digital Libraries (ECDL 2010).
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The accuracy of the estimates improve with time, since the
algorithms can be optimized by making adjustments based
on historical data gathered from previous tasks. Finally, we
consider the problem of parallelizing tasks, i.e. dividing the
work among a number of encoders that will work in parallel.
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1 Introduction

Even after three decades since Barry Boehm presented the
Constructive Cost Model (COCOMO) [1], the problem of
accurately estimating software development costs is far from
solved. In professional software development practice, just a
few developers use software estimation methods other than
expert judgement (which is basically an “expert’s guess”),
and when they do, the results are usually far from satisfac-
tory [2,3].

This study discusses some of the reasons why cost estima-
tion methods like COCOMO fail in practice in certain soft-
ware-engineering applications, but may be accurate for other
tasks, like predicting digitization times and costs, provided
that we make the necessary modifications and customizations
to the algorithm. By doing this, we have improved the accu-
racy of the estimates and widened its possible uses to other
fields. Hence, we recommend the use of this type of algorith-
mic method for tasks other than software development. Later,
we provide examples of production time and cost estimates
obtained in this way at the MCDL1 project [4,5].

1 http://www.cervantesvirtual.com/.
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Fig. 1 Performance under Stress (Nixon’s “Human Function Curve”
[6])

1.1 Some previous remarks on the nature of time-and-cost
estimates

Often we use the words prediction and forecast when refer-
ring to estimates. The nature and purpose of predictions and
forecasts is different from estimates. In the case of predic-
tions and forecasts (think of stock-exchange predictions or
weather forecasts), we obtain some prediction values, and
then wait for real events to happen and confirm the predic-
tions, or not. In the case of an estimate, we should not wait
for an event to happen, but instead, should work pro-actively
to make it happen. This active nature is essential for profit-
ing from estimates. An estimate is a target, a goal we have to
fulfil, a reference or time frame to help us control our project.
A good estimate is the time or cost objective within which a
task can be done under moderate pressure (within the com-
fort zone) with reasonably good quality. A task can always
be done in a longer time, or in a shorter time under excep-
tional stress, up to a point where it cannot be done (at least
with the desired quality), or it causes burnout to team mem-
bers (see Fig. 1). Therefore it is wise to think of estimates as
reasonable goals, that will require some effort and control,
and not as mere predictions. A good deal of risk management
is also advisable to help accomplishing the estimated targets,
without surprises.

1.2 Previous studies

The only algorithmic method we found [7] proposes the fol-
lowing linear formula to calculate the time required for texts:
Hourstextfile = 10 + X · 0.412, 10 being the fixed2 training

2 Bauer states that “the time necessary for training is fixed: that is, it
does not vary with the number of articles to be produced”, but neither
says that training time should not be considered for subsequent dig-
itization projects, nor takes into account the level of expertise of the
operator/encoder, which is expected to improve with time.

time in hours and X the number of text pages. Similarly,
Bauer uses the following formula for images: HoursTIFF =
5 + Y · 0.031, 5 being the training time in hours, and Y the
number of images.

Finally, they add the cost of hardware and software and
consider an hourly wage for the operator, to calculate the final
cost: Costtextfile = (costofhardware) + (costofsoftware) +
(hourlywage) ·Hourstextfile. A similar formula is used for the
cost of scanning TIFF images.

Bauer also recognizes that the cost also depends on sev-
eral other factors, like the age, condition, and font styles of
the documents to be digitized, and proposes as a solution, to
perform the digitization process on a small sample of one or
two articles, and then adjust the formulas.

There are several interesting studies that provide useful
data, good practice and recommendations, such as an early
article by Simon Tanner, giving an insight to the problem [8],
another early article by Steven Puglia, providing tables with
data that can still be used as a reference [9], an article by
Stuart Lee pondering the pros and cons of digitization and
its associated costs [10], a handbook for Assessing the Costs
of Conversion that was written on the basis of the experi-
ence gained in the large-scale digitization project performed
by the Michigan University Library (US) [11], a compre-
hensive list of literature related to digitization costs within
the recommendations of the European Union’s MINERVA
project (Good Practices in Cost Reduction for Digitization)
[12], and a relatively recent report on digitization costs by
Hammond and Davies (Understanding the Costs of Digiti-
zation) [13]. There are some on-line tools for digitization
cost estimation like the RLG worksheet for estimating digi-
tal reformatting costs [14] or the Presto-Space preservation
project cost calculator [15].

Finally, there are several reference studies on time/cost
estimates for software engineering projects which, in spite of
being from a different field, may serve as a source of inspi-
ration and comparison for digitization projects [1,16–26].

1.3 Methodology used

We first started to collect digitization metrics (time spent and
special features of the task) by means of forms that the oper-
ators/encoders filled for every task assigned to them. Later,
we implemented these data collection forms into the work-
flow system for better accuracy and automatic handling of
the data, and added new fields for checking special features
that appeared to be related to the time required to complete
the task. In this sense, good expert knowledge of the digi-
tization processes helps us to detect the factors that affect
digitization times (see Sect. 3 below), and to adjust the esti-
mate equations.
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Fig. 2 Iterative adaptive methodology to continuously adjust the
DiCoMo formulas

With the first 100 values, we obtained the first DiCoMo
curves, and with subsequent metrics, we detected and then
adjusted the modifiers.

Iteratively, therefore, we adjust the curves and the mod-
ifier factors based on past metrics. We use the new adapted
model to predict the next bunch of books, which in turn
will add new metrics to the collection, that will help us
to re-adjust the estimation model. This iterative process
is repeated until the model settles (the model is predict-
ing the new tasks reasonably well). Whenever there are
changes in the processes, technology, etc., or we feel the
estimates are not adequate, the model can be adjusted again
to the new conditions. In this way, the cost equations are
dynamically improved by re-adjusting the parameters with
the new data fed back from recently finished projects (see
Fig. 2).

We have tested the model in several occasions with sam-
ples of about 100 books each time, and the estimated time
required to process the whole lot was often between 90 and
105% of the real time required, but remember that encod-
ers know the target estimate beforehand, and always try to
meet their deadlines. To collect new data for statistical ver-
ification, we should have had to perform new tasks blindly,
i.e. without any estimate given in advance to the encoders,
because if the encoders have a target estimate, they will try to
fulfil it, and then the statistical verification would be some-
how biased. This is why we made “some previous remarks
on the nature of time-and-cost estimates” at the beginning of
the article (Sect. 1.1). In our opinion, the best way to know
if an estimate is adequate, is to measure the stress applied
to the team. If a “task can be done under moderate pres-
sure (within the comfort zone)”, then the estimate is ade-
quate. In this sense, the estimates done with DiCoMo were
adequate.

The model was developed originally to solve a practical
need of the library, and the iterative adaptive method was
very effective in this sense, as the library was urging us to
provide estimates as soon as possible.

2 The basic digitization cost model

In the digitization cost model we proposed [27], we use an
equation similar to Intermediate COCOMO [1], but with
some differences:

– Size-independent overhead. We added a new term called
Size-independent overhead (SIO) that represents the pre-
paratory work for the task, which is independent from its
size. Examples of this SIO are the time needed to adjust
the parameters of an image scanner and OCR before start-
ing a scanning session, and the disassembling/unbinding
of a document to separate the pages before scanning. This
is a fixed time which does not depend on the number of
pages to be processed.
In the case of digitization of fragile materials, preparatory
processes are very important. They might involve differ-
ent preparatory tasks like conservation and even restora-
tion. We did some digitization of delicate books of this
kind, like the Sacred Bible of Cocentaina3 which dates
back to thirteen and fourteen centuries, but the number
of these cases was not sufficient to draw conclusions or
obtain data to adjust the formulas. To make matters worse,
each of these digitization projects presented particular
problems of its own, which made them inadequate for
generalization. However, if the need arises, special pre-
paratory tasks can be estimated based on “expert judge-
ment”, and the time be added as another independent term
to the formula. Note that the SIO is meant for prepara-
tory tasks which are independent from the volume of the
material to process (page restoration, for instance, does
not fall into this category).
We must warn at this point that DiCoMo is meant for
massive production of digital contents, where tasks are
repeated under similar conditions. Tasks that are not rou-
tinely performed, and special tasks like page restoration,
are not candidates for this kind of estimation model which
is based on collected historical data of similar cases.

– The size is known beforehand: One of the reasons why
COCOMO often fails in estimating software costs is
because its calculations are based on an estimated size
of the code to be built, measured in Kilo Lines Of Code
(KLOC, i.e. thousands of lines of program code), which is
highly uncertain at the initial stages of the project. When
applying a similar method to estimate digitization costs,
the first thing we realize is that we do not have to guess
the size of the work because we can easily know it, or
can accurately estimate it. The size of the documents to
digitize is measured as the number of pages P and can

3 http://www.cervantesvirtual.com/s3/BVMC_OBRAS/
ff5/e81/ec8/2b1/11d/fac/c70/021/85c/e60/64/mimes/
ff5e81ec-82b1-11df-acc7-002185ce6064_810.htm.
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Fig. 3 Document digitization times (hours vs. pages) using Basic
DiCoMo (exponential curve)

be measured (or calculated with reasonable accuracy)
beforehand.

– Time is cost: There is one similarity with software devel-
opment projects: since most of the cost in digitization is
human labour, which in the long run overweighs the cost
of the hardware and software used, time estimates of a
digitization task can be directly converted to cost esti-
mates, using some cost factor (amount of money paid per
hour of work).

Given the number of pages P , we can directly calculate
the time in hours T, with the Basic-DiCoMo formula:

T = a · Pb + SIO (1)

For a graphical example of this DiCoMo approach, see
Fig. 3, where an estimation curve (thick line) approaches real
data spots (black squares) that represent time measures of real
digitized documents. The thin straight line represents a linear
approach to the spots (a · P), which is not the best approach,
while the curve (a · Pb) fits more accurately, although not
perfectly. The values for a and b are obtained by adjusting the
curve to best approach the cloud of points (historical data),
using the least-squares method. The value of the fixed term
SI O is the point at which the curve crosses the Y axis, or the
time needed for the impossible case of a task of size 0, and,
for our purposes, represents the preparation time mentioned
before. For certain tasks (e.g. big tasks), this time may be
negligible and hence ignored.

For example, the following equation, based on early expe-
rience at the MCDL project, gives us the estimated number
of hours to process a text given the number of pages:

T = 0.069 · P1.465 + 0.6 (2)

Using this formula, a standard-complexity book of 100
pages will take about 59 h of scanning, correction and XML
markup altogether.

2.1 The importance of historical cost-data:

Inside most organizations, the estimation of production costs
is usually based on past experiences. Historical data are
used to identify the cost factors and to determine their
relative importance within the organization [28]. Histori-
cal data will be used first to adjust the basic estimation
algorithm (the exponential curve), and later to adjust the
detected impact factors to be used as modifiers to obtain
more accurate results. This is the reason why it is so impor-
tant to systematically collect and store time and feature
data from projects, and to take note of the perceived fac-
tors that affect the times as well as the amount of this
impact.

3 Adjusted DiCoMo (the advanced model)

The simple approach used in equation 1 does not take
into account the fact that different literary works have dif-
ferent degrees of difficulty owing to several factors (dis-
cussed later), which will affect production times. We have
detected the most important of these factors, and assigned
weights to them to enable us use them as feature-modifiers.
We added an effort adjusting factor (EAF) to the adjusted
DiCoMo equation, equivalent to the one used in intermedi-
ate-COCOMO, but based in this case, on specific digitization
features. The EAF is calculated as the multiplication of rele-
vant feature-modifiers chosen from a table (see, for instance,
Table 1). The modifiers shown in the table were obtained from
historical data collected at the MCDL project. The value of
these modifiers is 1.00 in the normal case, then having no
impact on the overall EAF factor, or values slightly above or
below 1 in the other cases, contributing to raise or lower the
unadjusted estimate, producing the desired “adjust” effect
(see vertical lines from the exponential curve to the white-
filled triangles in Fig. 4).

Table 1 DiCoMo: complexity modifiers used to calculate the EAF

Modifier Low Normal High

Encoder experience and skills 1.30 1.00 0.70

Familiarity with task 1.20 1.00 0.80

Familiarity with computer tools 1.20 1.00 0.80

Foreign/ancient languages present − 1.00 1.25

Stained or old paper − 1.00 1.15

Old font faces − 1.00 1.15

Special care required (old books) 0.80 1.00 1.20

High quality demands 0.80 1.00 1.20

Inadequate technology used 0.80 1.00 1.20
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Fig. 4 Document digitization
times (hours vs. pages) using
Adjusted DiCoMo (triangles
represent adjusted values)

T = a · Pb · EAF + SIO (3)

where: EAF =
∏

modifieri

3.1 Factors that affect digitization costs

There are several factors that affect the cost of production of
digital objects. Both these factors and their effects on costs
are difficult to determine and have to be carefully studied.
They are detected by experience, as features which are found
to affect the time required to complete a task either posi-
tively or negatively. Once a factor of this type is detected,
we have to measure its impact, as a percentage relative to the
“normal-case” time. The best way to do this is by gather-
ing time records of digitization tasks, and record also their
particular features and their weights (e.g. low, normal, and
high). With enough records of this type, algorithm opti-
mization techniques can be applied to infer the range of
impact of a given feature as a +/- percent. For instance, we
detected that the literary style of a text affected its digitiza-
tion time, because of harder or simpler markup requirements.
We started recording this feature, indicating whether a text
was mainly (from the best to the worst case): prose, verse,
drama written in prose or drama written in verse. We stored
records of these together with the times required to complete
the digitization task. After gathering 300 records, we used
optimization techniques to get the optimum value range for
this new modifier, which turned out to be +/- 7,6%. There-
fore, in the case of drama written in verse (hardest markup
case), we will have to add 7,6% more time to the estimate.
Among the factors detected, we can highlight the individual
skills and experience of the persons assigned to the project,
as well as their familiarity with the specific characteristics of

the work to be digitized, the familiarity with the computer
tools to be used, the complexity of the task, size, quality
requirements, technology used, etc. Also important are some
features of the document that affect digitization times, such
as: the presence of foreign or ancient languages, stained/yel-
lowish paper, old/irregular font faces, high quality demands,
inadequate technology used, special care required for old
books, etc. See figs. 5 and 6 for examples of difficult texts
for OCR that would require extra proofreading and correction
time4.

The main factors detected, which influence digitization
costs are

– Volume of the material to publish (already included as
the variable of the formula)

– Individual skills of scanner-operators, correctors and
encoders

– Complexity of the task
– Special quality requests
– Technological infrastructure of the working environment

A list of the complexity modifiers used for calculating the
EAF is shown in Table 1.

The Adjusted DiCoMo equation (3), customized with
historical data from previous projects (4), and using the EAF
factor, now gives us better estimates of the time needed to
digitize a text given the number of pages:

T = 0.081 · P1.462 · EAF + 0.1 (4)

4 See online at:
http://adrastea.ugr.es/tmp/_webpac2_1097709.22421 and http://www.
lluisvives.com/FichaObra.html?portal=10\&Ref=9552.
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Fig. 5 An example of problematic page for OCR featuring irregular
font sizes, alignment and spacing, special characters and ligatures, Latin
language and a graphic embedded. Extracted from Abrahami Ortelii
Antuerpiani, Thesaurus geographicus, recognitus et auctus (1596). Bib.
Universidad de Granada

Fig. 6 Another example of problematic page for OCR and also for
facsimile production featuring irregular styled fonts, yellowish paper
with stains and several languages. Extracted from Septem linguarum
Latinae, Teutonicae, Gallicae, Hispanicae, Italicae, Anglicae, Alman-
icae, dilucidissimus dictionarius mirum quam utilis nec dicam neces-
sarius omnibus linguarum studiosis. . . (ca. 1535). MCDL (Lluis Vives
portal)

For instance, a book of 100 pages with stained/old paper
(+15%) and foreign or ancient languages present (+25%),
will take approximately 98 h to complete, compared to the
59 h estimated using the basic equation without modifiers:
T = 0.081 · 1001.462 · 1.15 · 1.25 + 0.1 = 97.85 h

Figure 4 shows the Basic DiCoMo exponential curve
(thick line) that approaches the black square data spots that
represent measures of real digitized documents.The EAF-
adjusted results are shown as white-filled triangles which in
most cases approach more closely the real values. In a very
few cases, however, the EAF results are worse than the basic
curve.

The time assigned affects mainly the quality of the product
obtained which is notably reduced when the times assigned
are unreasonably short, forcing the technicians to work under
excessive pressure. This is particularly true for the correc-
tion-and-editing process, where text output from OCR has to
be carefully proofread and corrected. This is a delicate craft
that takes time and cannot be done under excessive pressure.
When not properly done, further revisions and corrections
are needed, with a very negative impact on costs. Next, each
one of these factors is described in detail.

3.2 Volume of the material to publish

Digitization projects, compared to software development
projects, have the advantage that we can know quite pre-
cisely beforehand the size of the work to be done (namely
the number of pages or words to digitize). On the contrary, in
software development projects, the number of lines of code
is not known at the beginning of a project. This is the main
drawback of the original COCOMO method, which was mod-
ified and renamed as COCOMO-II [17–19] to overcome this
problem. Other methods, like Function Points (FP) [20,21],
Use Case Points (UCP) [22,23] and Predictive Object Points
(POP) [24], which are based on functionality aspects instead
of lines-of-code, do not have this problem.

There are various ways to measure the volume of the mate-
rial to digitize. The first and the easiest way to determine the
raw size of a text to be digitized is to count the pages. This
is the most common method, and is generally sufficient for
accurate estimation purposes. A disadvantage is that pages
are not equally dense for all books. We can have an approach
to the density by counting the words that fit in a standard
page, or the words that fit in a fixed size window, and then
assuming that the rest of the pages are similar in this respect.
To count individual words would be more accurate (we veri-
fied this by experience), but it is not a practical approach: the
improvement in accuracy does not justify the effort. How-
ever, after the OCR process takes place, we will obtain a text
file, with errors, but nevertheless a text file where we can
automatically count the number of words or get the size in
bytes. This is a good measure of the size of the proofread
and correction work that follows, and may serve to adjust the
initial estimates for higher accuracy.

3.3 Effort adjusting modifiers

There are many complexity factors that affect every stage of
the digitization process (scanning, proofreading or correc-
tion, and markup). In the case of the correction stage, which
we consider the most critical one, there are various factors to
be taken into consideration:
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– the type of text: prose, verse, drama (both written in prose,
and in verse), dictionary;

– footnotes (if they are used very frequently);
– quotations in foreign or classical languages (when they

are very frequent);
– the complexity of the author style and vocabulary;
– the quality of the OCR output (few or lots of errors);
– the legibility of the original (paper copy from which the

digital version id produced).

Concerning markup, complexity varies according to the
number and difficulty of the tags to be added. Drama, for
instance, with the need of a castlist, speaker and speeches,
require an additional amount of tagging compared to prose.

Verse with split lines is another good example of extra
complexity, since special care needs to be taken to assign
attribute values which indicate which part of the split line of
verse is which (initial, middle, or final).

In the case of the production of digital facsimiles from
manuscripts, a case of particular complexity occurs when
we have to work on rare and valuable originals that have
to be handled with special care (wearing rubber gloves for
instance) and using a digital photographic camera instead
of a flat-bed scanner. On the contrary, digitizing unbounded
pages using a flat-bed scanner with automatic page feeder
would be the easiest case.

For each of the critical features mentioned, three possible
modifier values were set, to be used when the features appear
as high, normal, or low (e.g. the values could be 1.10, 1.00
and 0.90 in each case). For a given task, all the modifier val-
ues that apply to the case and that are different than normal
(1.00), are multiplied to obtain the EAF factor.

3.3.1 Individual skills of the technicians

In the programmer’s world, individual productivity has been
measured extensively. Harold Sackman et al. carried out
an experiment in 1968 [29]. They found evidence that per-
formance differences registered in individual programmers
were much bigger than those attributed to the effect of
the working environment. The difference between the best
and the worst performances was very high, the experience
being a decisive factor. In a later experiment, Sackman
observed a variation in the productivity of as much as 16:1.
DeMarco and Lister also discussed the effects of a well-inte-
grated group to enhance productivity in their book People-
ware [30] that deals with the human component in software
projects.

In digitization, the results that we have measured compar-
ing correctors’ performances show remarkable differences in
productivity, depending on their individual skills and expe-
rience (sometimes a 3:1 ratio). Variations in productivity of
this magnitude are significant for cost estimates, making it

necessary to express this in the calculations by means of a
modifier.

The skill factor is not static: when performing the same
task repeatedly people usually learn to do it more efficiently,
following a learning curve. To face this fact, the encoder
experience and skills factor chosen for a particular team of
inexperienced operators/encoders may change for future pro-
jects, to reflect the newly acquired skills.

3.3.2 Special quality requirements

In the case of digital text production, producing a modern-
ized digital edition from an ancient text consumes additional
time and effort compared to processing a modern text, since
modernization is a complex task that involves difficult deci-
sions.

Using Madison markup for the transcription of a manu-
script is another example of additional requested complex-
ity. So is the case of making highly legible digital facsimiles
from ancient manuscripts, where special care and fine-tuning
of the scanning equipment may be required, as well as graph-
ical post-processing.

3.3.3 Technological level of the environment:

This is a relevant issue when using different technologies
or migrating from old to new production tools. When the
environment is stable and well known, and the estimation
equations are well adjusted for it, there is no need to bother
about this issue. Changes in technology, however, will surely
require modifications to the equations, and may make histor-
ical time and cost data obsolete for future estimate adjusting
purposes.

3.4 Procedure to estimate costs using DiCoMo

1. Establish the production process to follow (production
workflow) (see figure 7 for an example). There may be
different production workflows for different purposes
(e.g. facsimile images are only scanned, while text under-
goes scanning, OCR, proofreading and markup).

2. Identify all the objects (books, images, etc.) to be
digitized and their associated tasks (Work Breakdown
Structure).

3. Measure or estimate the size of each object to be digi-
tized.

4. Establish the production stages to be followed by assign-
ing the right workflow.

5. Specify the effort adjusting factors for each object.
6. Calculate the time each unit will take (use the adequate

equation with the corresponding complexity factors).
7. Calculate the total development time for the project as

the sum of individual times.
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Fig. 7 Content production workflow shown as a UML activity diagram
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8. Optionally, compare the estimate with another, perhaps
a top-down one like the DELFI technique or expert-
judgement, identifying and correcting the differences in
the estimate, if necessary.

3.5 Estimating by digitization stages

In previous examples, we have used a single formula to
estimate the whole digitization pipeline (several digitization
tasks altogether), which is simpler to do, but better results
can be obtained by using specific formulas with their respec-
tive adjustments for each stage in the digitization process
(e.g.: cataloguing, scanning, proofreading and correction,
markup).

Many studies have attempted to relate size-oriented meth-
ods like COCOMO and function-oriented methods like
function-points [21]. We take from the function-points model
the idea of modularization according to functions, and
from the COCOMO II model [17] the estimates by project
stage.

Therefore, in this case we consider each production stage
of the digitization pipeline as a functional unit to be per-
formed independently, to which a specific estimation equa-
tion is applied. The global estimate T turns out to be the sum
of all the specific estimates for each of the stages:

T =
∑

stages

(
a · Pb ·

∏
eaf i + SIO

)
(5)

We sum the times of each stage under the assumption that
they are performed sequentially. In all cases, this is correct if
we want to calculate the total work-time or time cost (TC),
but may not be so, if we want to calculate the time span (TS)
of the project, when some tasks are performed in parallel
(see Sect. 4).

3.6 Implementation

The DiCoMo method was implemented into the digital
library’s workflow and document-handling system, a soft-
ware application that controls the whole production process
of all the types of digital resources produced by the digi-
tal library (see Figs. 7, 8, 9, 10 and 11). It provides useful
management information for estimating costs and times of
digitization projects. It estimates times of cataloguing, scan-
ning, correction and markup in the case of text production,
and cataloguing, scanning, and graphical processing in the
case of facsimiles.

A few screenshots captured from this system are shown
later. Figure 8 shows a scanning-only estimate for a 71 page
book. Figure 9 shows average historical values for different

Fig. 8 Estimate of scanning costs

Fig. 9 Parameters used to estimate digitization costs

Fig. 10 Estimate of correction costs

types of complexities and types of scanning device. Figure 10
shows a correction-only estimate, and Fig. 11 shows the
final summary of costs for the production of a digitized text
book.
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Fig. 11 Final report of digitization costs for a book (shows
cataloguing, scanning and correction of the text)

4 Parallelizing tasks

Now we consider the problem of splitting some digitization
task (e.g. correction and markup) amongst N encoders that
will work in parallel, assigning to each of them P/N pages,
from a total of P pages. Based on equation 3, we made the
following modifications:

The TS is the time from start to finish, and for simpli-
fication, it will be the time of any of the parallel subtasks
(assuming they are all equally long, i.e. P/N pages):

T S = a

(
P

N

)b

·
∏

eaf i + SIO + (N − 1) · SJ (6)

where S J is the split–join time, which is the time needed to
split and later rejoin the material of the N workers, a new
task derived from working in parallel. We think it is sound
to assign a small time to each split and join, and multiply it
by the number of split–joins, which is N − 1.

For an example, we will use the following values: a =
0.081, b = 1.462, EAF = ∏

eaf i = 1.00 (for simplifica-
tion), SIO = 0.1 and SJ = 0.25.

Then, for a correction and markup task of a book of 100
pages, the time required by one person is 68 h, and the time
span of two persons working in parallel is 25 h (less than a
half), and if we used five encoders, it would take 7.5 h to
complete the task (see Fig. 12).

This time span does not reflect the actual cost of the task,
but only the time needed to complete it. The TC, which is
the sum of the times spent by all the N encoders working
in parallel, will tell us how many person-hours will have to

Fig. 12 Parallelizing a task: this graphic compares the time it takes to
complete a task (time span) of correction and markup of documents of
different sizes, when the task is done by N persons working in parallel
(curves shown are for N varying from 1 to 5)

Fig. 13 Parallelizing a task: this graphic compares the total time spent
(time cost) of correction and markup of documents of different sizes,
when the task is done by N persons working in parallel (curves shown
are for N varying from 1 to 5)

Fig. 14 Parallelizing a task: detailed view of Fig. 13, that shows the
crossing points of the curves (see arrow). This example shows that for
a book of more than nine pages, it is more convenient to split the task
in two. The arrow marks the intersection of the curves for N = 1 and
N = 2

be paid, and is equivalent to approximately N times the time
span5 (see Figs. 13, 14):

T C = N

[
a

(
P

N

)b

·
∏

eaf i + SIO

]
+ (N − 1) · SJ (7)

5 It is not exactly N times, because of the S–J time necessary to split
and rejoin the task parts, this being a task that cannot be parallelized.
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For instance, for a correction and markup task of a book of
100 pages, the time required by one person is 68 h, the total
time required by two persons working in parallel is 50 h, and
the total time needed by five encoders, would be 34 h (see
Fig. 13).

Finally, we can calculate the actual cost (C) in a given
currency by multiplying the TC by a cost factor (CF) which
is the amount of money paid per hour of work:

C = TC · CF (8)

We conclude that although we have one preparation task
time (SIO) for each encoder, and a new split–join task (SJ)
required for parallelization, all of which increase the final
cost, for a number of pages big enough, the total work-time
or TC and hence the actual cost C, are smaller when we have
encoders working in parallel. Moreover, the time to have
things done, or time span is remarkably smaller when we
parallelize, since the time curve is exponential (e.g. dividing
the work in two, will take less than half the time required by
one person). Figure 14 shows the intersection points of the
time curves for different number of parallel workers. These
intersections indicate the number of pages from which it is
more convenient to split, than not to do so.

4.1 Applying Amdahl’s law to parallel tasks

According to Amdahl’s-law [31], the speed-up of a program
using multiple processors in parallel computing is limited
by the time needed for the sequential fraction (the part that
cannot be parallelized) of the program. Although this law
is meant for parallel processors, we are going to apply it to
the problem of parallel tasks performed by humans. Note that
one of the differences between computer processor work and
human work, is that the performance (amount of work done
per time) is linear in the case of a processor, while we have
already observed that human work roughly follows an expo-
nential curve: humans get tired6, while computer processors
do not.

Amdahl’s law can be expressed as

S = 1

(1 − F) + F · I
(9)

6 Several factors are believed to be responsible for the slowdown of
human performance on big tasks, like the sheer complexity of big tasks,
boredom, reduction of vigilance (the state of readiness to respond) [32],
fatigue, procrastination (giving priority to smaller, simpler tasks), dis-
couragement, or the additional coordination, communication and plan-
ning required. To the question of “why don’t operators work as fast
as possible?”, Kieras and Meyer conclude that ‘some operators had
optimized their performance with respect to energetic, “ergonomic”, or
fatigue-based criteria in their task strategy, rather than maximizing their
performance speed’ [33].

where
S is the overall speed-up factor of the whole process

obtained after parallelization of one task;
F is the original fraction of time of the task to be

parallelized relative to the whole process;
I is the fraction of time of the parallelized task compared

to the same task done sequentially, e.g. 0,5 means half
the time after parallelization, i.e. twice as fast.

For example, consider a typical digitization sequence of the
following three tasks:

1. cataloguing (0.5 h);
2. scanning and OCR (2.16 h);
3. text correction and markup (68 h)

F in this case is 68
0.50+2.16+68 = 0.962 (i.e. 96%);

I is the new time for the third task using two encoders
divided by the old time using one encoder: the
new time is 25 h (as seen above in section 4),
so I = 25 ÷ 68 = 0.368;

Therefore, the expected speed-up factor will be

S = 1

(1 − 0.962) + 0.962 · 0.368
= 2.55 (10)

If we split the correction-and-markup task in two parts,
the whole three stage process will be 2.55 times faster (or
will take 39% of the original time).

Another way to get to this result is to calculate the original
total time (0.50 + 2.16 + 68 = 70, 66 h) and the new total
time (0.50 + 2.16 + 25 = 27, 66 h), and divide the two.

The reason why the improvement is so high, is because
we have chosen to parallelize the longest task (text correction
and markup).

5 Conclusions

We have developed a cost estimation model for digitization
projects based on known software-engineering cost models.
This method allowed us to obtain reasonable estimates of the
time required to complete digitization tasks7. Digitization
projects, compared to software development projects, have
the advantage that the size of the work to be done can be
known beforehand (namely, the number of pages or words
to digitize). In software design, we can only have a “guess”
of the total number of lines of code or modules that a project
will require, and the accuracy of the calculated time estimate
will depend largely on this preliminary “expert judgement
estimate”.

7 By reasonable estimate, we refer to a target time-span that allows us
to complete the task under reasonable pressure.
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We verified that the algorithmic model we proposed works
well in practice, and can be easily applied to different digital-
production processes, or be adapted to other kinds of project
tasks, provided that the cost equation is fine-tuned for each
type of task using historical data. This requires two things to
be done in advance:

– To collect sufficient historical data to fine tune the param-
eters of the cost equation.

– To identify the critical factors that affect the time required
to do the task, and calculate and assign adequate effort
adjusting modifiers to each of them.

With this information, a cost-equation for a specific produc-
tion process can be easily obtained.

We have also studied the problem of splitting the work
amongst several workers working in parallel, obtaining equa-
tions to calculate the time span, the total person-hours to be
paid, and the optimal number of workers for a given digiti-
zation task size (see Figs. 13, 14).

Concerning task parallelization, we realized that for the
biggest tasks, it is convenient to have various encoders work-
ing in parallel, and we provide some clues on the size of the
task and the number of parallel workers recommended. We
also realized in practice that operators/encoders were more
productive when working for shorter periods of time, like 4 h
a day, instead of 8.

As future work on digitization-cost estimates, we expect
to be able to apply DiCoMo to other digitization projects to
improve or confirm the modifiers of the formula. We are also
willing to cooperate with interested partners in digitization-
cost research, and to apply DiCoMo to new and different
tasks, apart from the ones shown here.
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